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Preface 

This report describes the improvements made on the U.S. Army's Battlescale 
Forecast Model (BFM), based on the experiences from operational use of the 
model during Task Force XXI exercise, which was held at the National Training 
Center (NTC), Ft. Irwin, CA, in March 1997. 

BFM is now the major part of the U.S. Army's IMETS software, and used 
regularly for 24-hour forecast over several different regions. 
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Executive Summary 

Introduction 

The Battlescale Forecast Model (BFM) was developed at the U.S. Army 
Research Laboratory (ARL). The BFM was used operationally to forecast 
boundary layer weather during the Task Force XXI exercise (TFXXI) at the 
National Training Center (NTC), Fort Irwin, CA. The results of the BFM 
forecast calculation were unsatisfactory due to physical and numerical 
shortcomings in the model operation. After the exercise, the model's numerical 
schemes were modified to improve the model's performance. 

Purpose 

The purpose of this report is to describe physical and meteorological causes for 
the sub-par performances of the BFM at NTC, including recent corrections of 
the BFM performances at NTC before and after the corrections. 

Overview 

Unsatisfactory results are primarily due to the following physical and numerical 
shortcomings in the model operation: 

• Scarcity of input meteorological data. 
• Poor selections of surface albedo and soil heat conductivity values. 
• Nudging method used to assimilate large scale meteorological data 

dominating the solutions of the equations of motion. 

After the TFXXI, in an attempt to improve the model's performance, forecast 
data obtained by using different input and boundary condition data and an 
improved model numerical scheme were statistically compared with surface 
automated sensor data collected at the NTC during March 1997. Based on this 
study, it is concluded that the updated numerics used in addition to an upgraded 
grid distribution of the NOGAPS forecast data from 2.5° to 1° resolution (used 
to provide the large scale forcing for the BFM) resulted in substantial 
improvement in the model's forecast skill. 

The present study also shows that the BFM on a model domain with 2.5 km grid 
spacing is capable of producing reliable forecast results. 



1. Introduction 

The Battlescale Forecast Model (BFM), developed at the U.S. Army Research 
Laboratory (ARL), was used operationally to forecast boundary layer weather 
during the Task Force XXI exercise (TFXXI). [1] TFXXI was held in March 
1997 at the National Training Center (NTC), Fort Irwin, CA. 

During TFXXI, the BFM was used in various configurations with different grid 
spacings and model domain sizes. However, the BFM did not perform as well 
as expected. Notable shortcomings of the model prediction were: 

• amplitudes of the diurnal variation of surface temperature were not as 
large as observed, 

• terrain effects on diurnal variation of wind direction were suppressed 
beyond the 12 h forecast time, and 

• surface wind speed during high wind conditions was lighter than 
observed. 

This report describes the physical and meteorological causes for the sub-par 
performances of the BFM at NTC as well as recent corrections made to improve 
the BFM performance. This report also gives statistical comparisons of the 
BFM performances at NTC both before and after the corrections. In TFXXI, 
the BFM was most frequently used with a model configuration of 21 by 21 hor- 
izontal grid points with a grid spacing of 2.5 km (a model domain of 50 by 
50 km). All of the BFM calculations in this study were done using this partic- 
ular configuration. Thus, the feasibility of the BFM application to a model 
domain with 2.5 km grid spacing (rarely used until this time) will be shown. 
Figure 1 shows the location of the NTC model domain. 



Figure 1.  BFM model domain, where the large square used for upper air data collection 
covers an area of 400 by 400 km, and the gridded square (the BFM domain) covers an 
area of 50 by 50 km. The center of the model domain is located at 35.417° N and 116.625° 
W. 
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2. Causes of Unexpected Performances of the BFM 
and Improvements Made 

This section discusses the major reasons why the version of the BFM operated 
at NTC produced unsatisfactory results and describes the corrections made to 
improve the BFM's forecast skill. 

2.1. Scarcity of Input Met Data for Initialization and Time- 
Dependent Boundary Conditions 

Currently, the U.S. Air Force Global Weather Center (AFGWC) receives the 
Navy Operational Global Atmospheric Prediction System (NOGAPS) analysis 
and forecast data generated by the U.S. Navy Fleet Numerical Meteorological 
and Oceanographical Center (FNMOC). NOGAPS data are originally calcu- 
lated horizontally at a 1° resolution grid over the entire globe, and vertically at 
every mandatory level (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, 100, 
70, 50, 30, and 10 mb) and at selected heights above ground level. In order to 
utilize old software developed for the U.S. Air Force Global Spectral Model 
(GSM), AFGWC reduces NOGAPS data horizontally to 2.5° grid spacing and 
vertically to 1000, 850, 700, 500, 300, and 200 mb. 

During TFXXI, the BFM used NOGAPS data from AFGWC and conventional 
upper air and surface meteorological data. All data were obtained from 
AFGWC through the Automated Weather Data System (AWDS). 

Figure 2 shows NOGAPS (G) and upper air sounding (U) data locations in a 
400 by 400 km area centered at 116.625° W and 35.417° N. The inner square 
represents the BFM model domain area of 50 by 50 km. In the BFM operation, 
upper air and NOGAPS data available in the outer square are used to produce 
three-dimensional data fields for initialization and time-dependent boundary 
values. For this model configuration, input data were scarce, with only two 
NOGAPS data and one upper air sounding data available. 

11 
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Figure 2.  Locations of NOGAPS and upper air sounding data used for the 
BFM operated at NTC during TFXXL "G" represents the location of 
NOGAPS grid points and "U" the location of an upper air sounding site. The 
entire area covers 400 by 400 km, whereas the inner box (the BFM area) covers 
50 by 50 km. 

Figure 3 shows the NOGAPS data points with the full 1° grid spacing over the 
same area. During TFXXI, surface automated meteorological stations (SAMS) 
were operational at NTC, and the data were archived. The locations of the 
SAMS are shown in figure 4. 

The 1° resolution NOGAPS and SAMS data are used in this study as input data 
to the BFM, and the results are compared with those of the BFM operated at 
NTC with the 2.5° resolution NOGAPS input data. 

12 
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Figure 3.  Grid points of NOGAPS data with 1° grid spacing over the model 
domain. "G" represents the grid point location. 
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Figure 4.  Locations of the SAMS sites in the BFM model domain (50 by 
50 km). Numbers represent the locations. There were 11 sites within the model 
domain. 
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2.2 Improper Selections of the Values of Surface Albedo and 
Specific Heat Capacity of Soil 

Surface air temperatures obtained by the BFM at NTC showed smaller diurnal 
variations than observed, and in particular, diurnal maximum temperatures 
were lower than observed. In obtaining these results, default values for surface 
albedo and specific heat capacity of soil were set to the constants 0.30 and 
1100 Jkg^K"1, respectively. In order to take the soil characteristics into account 
following Pielke, these two soil parameters are now expressed as a function of 
both geographical location and time of the year in the BFM's initialization 
routines. [2] For the NTC area, the albedo value is chosen as 0.175 and the 
specific heat capacity of soil as 800 (Jkg^K-1). As can be seen in sections 3 and 
4, these modifications improved the BFM's forecast skill of the surface 
temperature field. 

2.3 Improper Nudging Method of Meteorological Parameters 
in the Boundary Layer 

The BFM at NTC did not produce diurnal variations of the wind field over 
complex terrain as expected. In the BFM, the equation of motion for the zonal 
component of wind is written as: 

DU     ,/Tr   T, \      H-z*r 

= f(v-v) + g-   __ 
Dt        V        sJ   5     H 0*   J 

dzg   d (v du^ 
dx     dx x dx V       vx J 

d 
+ — 

dy 
'*«>" 

(1) 

V    v dy H-zg oz* 

where 

Cn = the nudging coefficient 
f = the Coriolis parameter 

H = the material surface top of the model in z coordinate 
H = the material surface top of z* coordinate 

Kx = the horizontal eddy diffusivity in x direction 
Kxy = the horizontal eddy diffusivity in xy direction 

U = the east-west component of horizontal wind vector 
Ut - the east-west component of target wind vector 
u = the fluctuation of east-west wind component 
w = the fluctuation of vertical wind component 
zg = the ground elevation, and 
9V = the fluctuation of virtual potential temperature. 

14 



In the above expression, <0V> is the base state virtual potential temperature, 

which is defined as the initial virtual potential temperature obtained by the three- 
dimensional objective analysis of input data. Details of the BFM equations can 
be found in Henmi and Dumais. [1] In the BFM version used at NTC, because 
of the large magnitude of the assigned nudging coefficient (0.0005), the nudging 
term became so dominant that the terrain effect expressed by the second term of 
the right-hand side of eq. (1) was masked. Therefore, the wind field within the 
boundary layer became numerically stagnant due to the damping effect of the 
nudging term, and the diurnal variation of the boundary layer wind was not 
produced. In order to correct for the masking effect, the nudging term was 
removed from all numerical calculations for the vertical layers within 150 m of 
the ground when the large-scale flow was weak (defined as where the NOGAPS 
forecast wind speeds at all levels below 1000 m above sea level were >10 m/s). 
This is not applied during the initialization process in which the BFM fields are 
dynamically nudged toward the three-dimensional data fields generated from 
NOGAPS, upper air, and the surface observed data. During weak large-scale 
flow, it is assumed that meteorological fields in the boundary layer are mainly 
dominated by surface exchanges of temperature, moisture, and momentum. 

In order to solve the problem in which the BFM surface forecast of wind speeds 
were smaller than observed during the periods of strong wind speed, the 
horizontal wind vector components of the model in the layers between the 
surface to 1000 m level are nudged to the wind vector components at the 1000 
m level of the input data if the following criteria are met: (1) the maximum 
wind speeds of NOGAPS data at any level from the surface to 1000 m is greater 
than 10 m/s; (2) the difference of the NOGAPS wind direction between 10 and 
1000 m is smaller than 35°; and (3) the solar radiation intensity is greater than 
300 W/m2. Under this approach, it is assumed that the combination of strong 
winds and a well-mixed boundary layer leads to uniform wind vectors in the 
boundary layer. Panofsky et al., derived the following relationship for wind 
speed as a function of height: [3] 

V =V 
f      \a 

\Z\ J 
(2) 

where 

Vj = the wind speed at height zl 

V2 = the wind speeds height z2, and 
a = the equivalent power law exponent, given analytically by 

15 
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V 
(3) 

where 

zg=(z1z2)i/2and 

§ and \\s = universal functions of height zg, relative to the 

similarity scale (Monin-Obukhov length). 

For the atmospheric stability conditions between neutral and unstable ranges, 
the value of a varies from 0.06 to 0.13 for the roughness length Z0 = 0.1 m. [4] 

From the above relationship, for Vj = 10 m/s at zl = 1000 m, the wind speed at 

the 10 m level, V2, ranges between 5.5 and 7.6 m/s. Therefore, our assumption 

above may slightly overestimate the wind speed. Unfortunately, in the present 
study, there is no case with the wind speed greater than 10 m/s at 1000 m level; 
therefore, the validity of our approach must be examined in the future. 

16 



3. Statistical Evaluation of Model Performance 

In the following sections, "old" BFM is defined as the BFM used at NTC for 
TFXXI, and "new" BFM is as described in section 2. NOGAPS data used for 
this study are obtained through the Internet homepage of the Master 
Environmental Library (MEL), whose address is: 

http://www-mel.nrlmry.navy.mil/homepage.html. 

The data are available at every 1° point over the entire earth, as shown in fig- 
ure 3. As can be seen from figure 3, while the present study's BFM domain 
does not include any NOGAPS grid points, the number of grid points over the 
400 by 400 km area is larger than for the old BFM. 

In this report, surface temperature, wind speed, and horizontal wind vector 
components (u and v), are used for the comparison study. The moisture data 
archived were in the form of relative humidity at sea level; hence, they were not 
suitable for the present study. 

Surface observed data covering 16 through 25 March 1997 are compared with 
forecast data. Unfortunately, there was no high surface wind case during this 
period; hence, the model improvement designed to be incorperated with high 
surface-wind speed conditions could not be tested in this study. 

The 24 h forecast datasets of the above variables are statistically compared with 
surface data observed at 11 sites located in the model domain of 50 by 50 km 
(see figure 4). 

3.1  Simulation Datasets in the Study 

(1) Archived Data of Old BFM Operated at NTC (OB) 

During the TFXXI exercise, output files of the BFM forecast calculations were 
archived. The BFM's initialization data were provided by two NOGAPS grid 
points from AFGWC, one conventional upper air sounding site, and one surface 
observation site, shown in figure 2. Time-dependent boundary condition data 
were supplied by two NOGAPS grid points and were spatially and temporally 
interpolated onto the BFM domain. The NOGAPS 12 h forecast fields were used 
for the BFM initialization, while the NOGAPS 24 and 36 h forecast fields were 
used to provide the BFM's 12 and 24 h boundary conditions, respectively. 
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(2) 1° NOGAPS Data Interpolated Spatially and Temporally to the Model 
Domain (NG) 

The 1° NOGAPS data valid for the forecast times of 0, 12, and 24 h were spa- 
tially and temporally interpolated to the BFM model domain and compared 
with the surface observation data. 

(3) Old BFM Data Obtained by Using 1 ° NOGAPS Data and Surface Data for 
Initialization (OB + NG + S) 

The 1° NOGAPS data and surface observation data shown in figure 3 are used 
to initialize the old BFM. The time-dependent boundary values were supplied 
by nudging to the NOGAPS data. Upper air sounding data was not used. 

(4) New BFM Data Obtained by Using Only 1° NOGAPS Data for 
Initialization (NB + NG) 

The new BFM was initialized using only 1° NOGAPS data, and time-dependent 
boundary values were given by nudging towards the NOGAPS fields as in (I) 
and (3). Raw surface and upper air observations were not used in the initial- 
ization. 

(5) New BFM Data Obtained by Using NOGAPS Data Plus Surface 
Observation Data for Initialization (NB + NG + S) 

The new BFM was initialized by using 1° NOGAPS data plus surface observa- 
tion data, while NOGAPS data provided time-dependent boundary values by 
way of nudging, as in (I), (3), and (4). Upper air sounding data was not used 
in the initialization. 

From the comparison between (4) and (5), the effects of utilization of surface 
observation data for initialization can be seen. From the comparison between 
(3) and (5), the skills of the old and new BFMs can be distinguished. 
Comparisons between (2) and (4) or (5) make it possible to examine the influ- 
ence of the NOGAPS over the BFM. In the following sections, these five sets 
are represented by (1), (2), etc. 
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3.2 Statistical Parameters 

The following statistical parameters between forecast data and surface observed 
data are calculated using the data obtained for the period from 16 through 
25 March 1997. 

1. Mean Difference 

2J\XOJ~XPJ) (4) 
MD = ^  

n 

Here, the subscripts 0 and p represent observation and prediction, respectively. 

The subscript { represents the ith observation point, and n is the total number of 

observations. 

2. Mean Absolute Difference 
n 

Y\xo.i-xp,\ (5) 
AD = — '=i 

3. Root Mean Square Error 

lita-*,,•) (6) 
ff =.,W. 

4. Correlation Coefficient 

R = i=i 

JY(Xo.l-XoJyZ(XP.i-XpJ 
V i=i 1=1 

(7) 

where x0 and xp are the mean values of observation and forecast data, 

respectively. 

Among these four parameters, better agreements between observation and 
forecast are, in general, related to smaller values of AD and a, and larger values 
of the correlation coefficient, R. A nonzero MD indicates bias. 
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3.3 Statistical Comparisons for Each Surface Observation Site 

The four statistical parameters described above were calculated for each site, 
and the results at 0, 3, 6, 9, 12, 18, and 24 h were combined. Tables 1(a), (b) 
and (c) show the statistics for temperature. The mean absolute difference, cor- 
relation coefficient, and mean difference are given in (a), (b), and (c), respec- 
tively. 

Table 1.    Mean absolute difference (°C), correlation coefficient, and mean dif- 
ference (°C) for temperature 

(a) Mean absolute difference 

Site (l)OB (2)NG (3) OB+NG+S (4) NB+NG (5)NB+NG+S 

1. Bike Lake 4.9 3.9 3.3 3.6 3.4 

2. 247th Pad 5.0 3.7 3.6 3.8 3.8 

4. Nelson Lake 4.6 7.0 5.8 5.5 5.5 

5. Gold Stone 4.1 1.9 4.9 4.9 4.8 

6. Four Corners 5.1 6.5 4.9 4.8 4.7 

7. Granite Pass 6.0 8.6 6.9 6.1 6.0 

8. Gary Owen 4.5 7.0 6.0 5.6 5.6 

9. Live Fire 6.3 6.0 4.5 4.8 4.8 

11. East Gate 5.4 6.9 4.9 5.0 5.1 

14. Red Pass Lake 8.9 4.2 6.4 6.6 6.6 

15. NASA Site 4.7 4.3 3.0 3.2 3.2 

Mean 5.4 5.4 4.9 4.9 4.9 

(b) Correlation coefficient 

Site (l)OB (2)NG (3) OB+NG+S (4) NB+NG (5) NB+NG+S 

1. Bike Lake 0.37 0.54 0.56 0.57 0.58 

2. 247th Pad 0.31 0.51 0.46 0.54 0.56 

4. Nelson Lake 0.35 0.43 0.58 0.56 0.57 

5. Gold Stone 0.37 0.55 0.57 0.59 0.60 

6. Four Corners 0.25 0.29 0.48 0.50 0.50 

7. Granite Pass 0.05 0.21 0.40 0.51 0.52 

8. GaryOwen 0.28 0.54 0.58 0.58 0.60 

9. Live Fire 0.17 0.25 0.46 0.49 0.50 

11. East Gate 0.28 0.33 0.52 0.56 0.57 

14. Red Pass Lake 0.28 0.61 0.51 0.57 0.59 

15.NASA Site 0.38 0.52 0.56 0.57 0.58 

Mean 0.26 0.43 0.52 0.55 0.56 
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Table 1.    Mean absolute difference (°C), correlation coefficient, and mean dif- 
ference (°C) for temperature (continued) 

(c) Mean difference 

Site (l)OB (2)NG (3) OB+NG+S (4) NB+NG (5) NB+NG+S 

1. Bike Lake -3.7 3.0 0.6 0.6 0.6 

2. 247th Path -3.6 2.2 0.1 -0.4 -0.3 

4. Nelson Lake 1.6 6.6 5.1 4.4 4.5 

5. Gold Stone .4 5.9 4.0 3.8 3.9 

6. Four Comers -1.8 4.6 2.6 1.9 1.9 

7. Granite Pass 1.1 6.2 4.7 3.3 3.3 

8. Gary Owen 1.4 7.0 5.5 5.0 5.0 

9. Live Fire -2.6 3.2 1.8 0.9 0.9 

11. East Gate -2.0 3.3 2.0 0.8 0.9 

14. Red Pass Lake -8.9 -3.6 -6.0 -6.2 -6.1 

15.NASA Site -2.4 2.9 0.6 0.4 0.4 

Mean -1.86 3.5 1.9 1.3 1.3 

Table 1(c) is for each observation site and for datasets (1) through (5). Here, 
only mean absolute difference, correlation coefficient, and mean difference are 
presented because absolute difference and root-mean square error show similar 
tendencies. 

From table 1, the following can be inferred: 

1) NOGAPS with 1° gridspacing [dataset (2)], even without using the 
BFM, produced better correlationship in temperature than the old BFM 
operated at NTC [dataset (1)]. 

2) The old BFM with 1° NOGAPS data produced further improved surface 
temperature fields. Boundary layer physics in the BFM have produced 
diurnal variation of surface temperature fields, resulting in an improved 
correlation between observation and forecast. 

3) From the comparison between datasets (3) and (5), a slight, but not sub- 
stantial, improvement of surface temperature fields by running the new 
BFM over the old BFM is noticed. 

4) By comparing datasets (4) and (5), it is seen that the use of surface obser- 
vation data for initialization did not produce noticeable improvement in 
the statistics of surface temperature fields. 
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5) There appears to be sites exhibiting consistent biases in temperature, 
most notably site 14 (Red Pass Lake). The temperature recorded at 
site 14 was probably lower than the actual temperature. Figure 5 shows 
average temperatures and standard deviations for the period of TFXXI, 
as plotted against the site elevations. Surface temperature is dependent 
upon many physical factors including elevation, but site 14 seems to 
have recorded temperatures lower than truth. 

Figure 5.  Means and standard deviations of surface temperature during 
TFXXI, plotted against elevations of observation sites. 

6) Mean difference values for dataset (2) are greater than zero for all sites 
except 14, indicating that NOGAPS-predicted surface temperature fields 
are lower than observed temperature fields over the model domain 
during TFXXI exercise period. 

7) Datasets (4) and (5) yielded the best statistical agreement among the five 
datasets. However, the use of surface temperature data for initialization 
produced little improvement in the values of statistical parameters. 
Surface temperature fields forecast by the BFM may be predominantly 
influenced by those of NOG APS. Nudging of observed surface 
temperature during the initialization process also produced little 
differences. Further study will be needed to identify the cause or causes 
of these differences. 
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Tables 2 (a), (b), and (c) show similar statistics for wind speed. Dataset (5), 
produced by the new BFM using NOGAPS data with 1° grid spacing, showed 
the best statistical results among the five datasets. All three statistical parame- 
ters show the best performance by dataset (5). Significantly improved statisti- 
cal values are obtained by dataset (3) over (1), indicating that input data for ini- 
tialization and boundary values are important. Dataset (5) showed substantially 
better statistical values over datasets (3) and (4), indicating that the new BFM 
with better input data has produced better forecast fields of wind speed. The 
improvements of statistical values of data set (5) over (4) are due to the use of 
surface data for initialization. 
Table 2.    Mean absolute difference (m/s), correlation coefficient, and mean dif- 

ference (m/s) for wind speed 
(a) Mean absolute difference 

Site (1)0B (2)NG (3) OB+NG+S (4)NB+NG (5)NB+NG+S 

1. Bike Lake 3.6 3.2 2.6 2.6 2.2 

2. 247th Pad 3.2 2.7 2.2 2.3 1.9 

4. Nelson Lake 3.5 2.7 2.1 2.2 2.0 

5. Gold Stone 2.9 3.4 2.3 2.7 2.3 

6. Four Comers 2.0 2.5 2.1 2.2 2.0 

7. Granite Pass 1.9 2.0 1.6 1.7 1.4 

8. Gary Owen 2.2 2.5 2.3 2.4 2.2 

9. Live Fire 2.7 3.0 1.9 2.3 2.1 

11. East Gate 2.8 2.4 2.3 1.9 1.6 

14. Red Pass Lake 3.1 3.3 2.8 3.2 2.6 

15. NASA Site 2.5 2.0 2.3 2.1 1.8 

Mean 2.7 2.7 2.2 2.3 2.0 

(b) Correlation coefficient 

Site (l)OB      (2)NG (3)OB+NG+S      (4)NB+NG (5)NB+NG+S 

1. Bike Lake -0.10 -0.16 0.19 0.14 0.24 

2. 247th Pad 0.26 0.05 0.32 0.20 0.35 

4. Nelson Lake -0.01 0.05 0.14 0.20 0.33 

5. Gold Stone -0.09 -0.15 0.19 0.22 0.35 

6. Four Corners 0.17 0.01 0.13 0.14 0.27 

7. Granite Pass 0.03 0.20 0.32 0.34 0.48 

8. GaryOwen 0.16 0.00 0.15 0.12 0.25 

9. Live Fire -0.04 0.07 0.35 0.30 0.44 

11. East Gate 0.09 -0.08 0.22 0.17 0.20 

14. Red Pass Lake 0.19 0.17 0.12 -0.03 0.24 

15. NASA Site 0.14 0.21 0.37 0.25 0.33 

Mean 0.07 0.03 0.23 0.19 0.32 
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Table 2.    Mean absolute difference (m/s), correlation coefficient, and mean dif- 
ference (m/s) for wind speed (continued) 

(c) Mean difference 

Site (l)OB (2)NG (3)OB+NG+S (4)NB+NG (5)NB+NG+S 

1. Bike Lake 3.3 0.7 1.9 1.4 1.0 

2. 247th Path 2.8 1.1 1.6 1.1 0.7 

4. Nelson Lake 3.1 0.4 0.4 0.3 0.1 

5. Gold Stone 2.3 0.5 0.0 -0.4 -0.6 

6. Four Comers 1.0 -0.6 -0.3 -0.3 -0.6 

7. Granite Pass 0.9 -0.7 0.0 -0.3 -0.5 

8. Gary Owen 1.0 -0.2 0.2 0.1 -0.2 

9. Live Fire 1.7 0.0 0.0 -0.2 -0.4 

11. East Gate 2.1 -0.6 0.8 -0.5 -0.4 

14. Red Pass Lake 2.9 2.0 2.4 2.5 2.0 

15. NASA Site 2.0 0.3 1.9 1.4 1.0 

Mean 2.1 0.3 0.8 0.5 0.2 

During the TFXXI exercise, wind speeds forecast by the old BFM were lighter 
than observed, as can be seen from the values of mean difference for dataset (1), 
but the values of mean difference for the rest of datasets indicate that the use of 
NOGAPS data with 1° grid spacing considerably improved the forecast of wind 
speed. 

Unlike temperature and wind speed, the statistics of wind components do not 
show the improved performances of the new BFM over old BFM (the results 
are not shown here). Wind component forecast differences between the new 
and old BFMs will be discussed later. 

3.4 Time Dependencies of the Statistical Parameters 

Figures 6A through 6D show the time dependencies of the four statistical para- 
meters for surface temperature calculated by using the data of all sites com- 
bined (for each dataset). In figures 6A through 6D, (1), (2), (4), and (5) repre- 
sent the four different datasets. The results for dataset (3) (not shown here) 
were superior to (2), but inferior to (4). The following can be inferred from fig- 
ures 6A through 6D: 

• Datasets (4) and (5) produced very similar temporal variations in all the 
parameters. The nudging of observed surface temperature did not pro- 
duce noticeable improvement in the forecast of surface temperature. 
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Datasets (4) and (5) produced better statistical results than (1) and (2) 
through 18 h, but at the 24 h forecast period, the statistics for (4) and (5) 
became worse than those of (1) and (2). The combined effects of model 
physics and nudging of NOGAPS data apparently produced larger values 
of absolute difference and root-mean square error and smaller values of 
the correlation coefficient for the 24 h forecast. Note how the statistics 
at 24 h for dataset (2) show similar tendencies with those for (4) and (5). 

The old BFM operated at NTC produced surface temperature fields that 
were not well correlated with observation during the first 12 h of the 
forecast period, due to the shortcomings of the old BFM that were unable 
to produce diurnal variation of the surface temperature field. 
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Figure 6A. Time changes of statistical parameters for temperature for dataset (1). 
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Figure 6B.  Same as figure 6A, except for dataset (2). 
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Figure 6C.  Same as figure 6A, except for dataset (4). 
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Figure 6D. Same as figure 6A, except for dataset (5). 

Time dependencies of the statistical parameters for wind speed are shown in 
figures 7 A through 7D. For wind speed, dataset (5), produced by the new 
BFM, resulted in the best statistics among the four datasets. The differences 
between datasets (4) and (5) can be seen during the first 6 h of forecast. 
Nudging of surface wind data improved surface wind fields in the early hours 
of the forecast, but after 6 h, the influences of surface wind data nudging 
seemed to disappear. In the BFM model, the nudging effects of surface data 
decay by multiplying exp(-kt) to the nudging terms in the surface layers after 
initialization time. [2] Here, k is an empirical coefficient, and t is the time 
beginning at the completion of initialization. In effect, the initial value of the 
nudging coefficient and the empirical damping coefficient k are such that the 
value of the nudging coefficient damps to an inconsequential value after 6 h. 

Datasets (4) and (5) showed substantial improvements in the value of statistical 
parameters for wind speed over datasets (1) and (2). Similar figures are obtained 
for wind vector components, u and v, as shown in figures 8A through 8D and 9A 
through 9D. For the x- component of wind vector, dataset (1) yielded better sta- 
tistical values in correlation coefficient than did datasets (2), (4), and (5). 
During the TFXXI exercise, predominant wind direction over the area appears 
to have been from the west. Under such conditions, there might not have been 
significant differences in the x- component of the wind vector interpolated from 
datasets (1), (4), and (5). Further studies are needed to understand why dataset 
(1) resulted in better statistical values in the correlation coefficient. 
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Again, the influences of nudging the surface wind data can be seen for wind 
vector components in the first several hours of forecast run, by comparing time 
variations of the four statistical parameters for dataset (5) with those of (4). 
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Figure 7A. Time changes of statistical parameters for wind speed for dataset (1). 

4.0 
3.0 
2.0 
1 

-2.0- 
-3.0- 
-4.0- 

1    CT    <^~*—i—r «D 

Wind    Speed    (M/S 

-j i i i    i 

"i    i    i    i    i    i—i—i—r 

-j i i i    '    '    '    i    i    i    i    i 

4 0- 

3.0- 

2.0- 

1 .0- 

AD n—i—i—r 

-i—i—i—i—i—i—i—i—i i i i i    i    '    i    i 

8.0 

6.0 

4.0 

2.0 

■RM^E'     '     I    I    I—i—I—i—i—i—I—I—I—r T      I      1      I 1 V 

-1 1 1 1—J I I I I      l      i      i -J I I   

0.6 

0.4 

0.2 

~i—i—i—i—r "i    i—i—i—i—i—i—i—r 

J I fc~L_ -J—I—I—I—i    t    i    i    i 
2   4   6   8   10  12  14  16  18  20  22 

Forecast time Ihrs. I 

Figure 7B.  Same as figure 7A, except for dataset (2). 
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Figure 7C. Same as figure 7A, except for dataset (4). 
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Figure 8A. Time changes of statistical parameters for x- component of wind, u, 
for dataset (1). 

4.0 
3.0 
2.0 
1 .0 
0.0 

-1 .0 
-2.0- 
-3.0- 
-4.0- 

X-comp.    of   wind,    u    (M/SI 
i—i—i—i—r 1    f^J1    i    i    i    i    i    i—i—i—i—i—i—i—r 

-J—i—i—i—i—i—i—i—i—i—i i i ii  

4.0- 

3.0 = 

2.0- 

1.0- 

~i    I—i—i—i—i—r 

-J—i—i—I—i—i—i i i I   

"i    i    i—i—i—i—i—i—i—i—i—r 

-J—i—i—i—i—i—i—i—i—i—i—i i i i   

0.6 

0.4 

0.2 

1    £~i—>—i—i—i—i—i—i—i—i—i—i—i—r 

—l—l—l—l—I—l—l—l l I ii'  
2   4   6   8   10  12  14  16  18  20  22 

Forecast time Ihrs.) 

Figure 8B. Same as figure 8A, except for dataset (2). 
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Figure 8C. Same as figure 8A, except for dataset (4). 
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Figure 8D. Same as figure 8A, except for dataset (5). 
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Figure 9A. Time changes of statistical parameters for y- component of wind, v, 
for dataset (1). 
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Figure 9B. Same as figure 9A, except for dataset (2). 
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Figure 9C. Same as figure 9A, except for dataset (4). 
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Figure 9D. Same as figure 9A, except for dataset (5). 
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From these statistical studies, it can be concluded that the new BFM has pro- 
duced statistically better surface forecast fields in temperature and wind, and 
that the use of NOGAPS data with 1° grid spacing has substantially contributed 
to produce these improved fields of temperature and wind. 

3.5 Comparisons with Previous Statistical Studies 

In previous studies of the BFM, input data for initialization and time-dependent 
boundary conditions were provided by the GSM. [5,6] The GSM data were 
given at grid points with 381 km grid spacing, at pressure levels of 1000, 850, 
700, 500, 300, and 200 mbs, and at 12 h increments. 

Henmi, et al. performed a study over a model domain of 250 by 250 km with 
5 km grid spacing, centered on the White Sands Missile Range (WSMR), 
NM. [5] By comparing forecast results with surface data observed by the 
WSMR SAMS sites, Henmi, et al. showed that the BFM produced substantially 
improved forecast fields over a spatial and temporal interpolation of GSM 
data. [5] Furthermore, it was shown that incorporation of surface data into the 
initial field improved the forecast fields for several hours after initialization. 

The study by Knapp and Dumais was centered at Colorado Springs, CO, with 
two model domains, the first covering 500 by 500 km with 10 km grid spacing 
and the second 250 by 250 km with 5 km grid spacing. Comparisons of 12 h 
forecast data by the model with surface station observation data showed that the 
BFM was far superior to the GSM model for surface parameters such as wind 
speed, x- and y- components of the wind vector, temperature, and dew point 
temperature. 

For temperature forecasts, the mean absolute difference values for the period 
from 0 to 12 h were 3.3 and 3.0° C for the models with 5 and 10 km grid spac- 
ings, respectively. The current study shows about 4.1° C for the same period in 
dataset (5) (see figures 6A through 6D). Dataset (5) represents the data pro- 
duced by the BFM over a model domain of 50 by 50 km with 2.5 km grid spac- 
ing. It is impossible to identify the cause of the inferior results of the current 
study in temperature forecasting, except that there are some stations recording 
questionable observations. 

For wind speed forecast, the Knapp and Dumais study over Colorado showed 
that the BFM wind forecasts for the 12 h period produced a mean absolute 

34 



difference 42 percent lower than the GSM at both grid spacings. [6] In the cur- 
rent study, the mean absolute difference for the 24 h period by the BFM was 
35 percent lower than the NOGAPS data. Also in the Knapp and Dumais study, 
the mean absolute difference for wind speed by the GSM for the 12 h period 
was about 4 m/s for both 5 and 10 km grid spacings. [6] The current study 
showed the mean absolute difference for 24 h period wind speed by the 
NOGAPS was 2.7 m/s [as shown in table 2 (a) for dataset (2)]. This means that 
the interpolation to 2.5 km resolution grid points from the NOGAPS with 1° 
grid spacing has produced better forecasts of wind speed than the interpolation 
to 5 and 10 km resolution grid points from the GSM with 381 km grid spacing. 
The reason for better forecast by the current study than that by Knapp and 
Dumais is probably the use of better initialization and time-dependent bound- 
ary conditions by 1° NOGAPS than those by the GSM. 

In table 3, the absolute difference values calculated in the present study along 
with those for the Knapp and Dumais are summarized. [6] The values for the 
present study were calculated using the data between 0 and 24 h, and those by 
Knapp and Dumais were calculated using the data between 0 and 12 h. It is also 
noted that the NOGAPS and the GSM are different models. Therefore, direct 
comparison should not be made; although, except for temperature, the absolute 
difference values for wind speed, and u and v are very similar. 

Table 3.    Comparisons of the mean absolute difference values for temperature, 
wind speed, and x- and y- components of wind vector. For the cur- 
rent study, the values are calculated for the period between 0 and 24 
h, whereas for Knapp and Dumais, they are calculated for the period 
between 0 and 12 h 

Reference       Large-scale    Grid resolution Temp. (° C)    Wind speed   u (m/s)   v (m/s) 
model (km) (m/s) 

Current NOGAPS with 
study 1° spacing 

Knapp & GSM with 381 
Dumais km spacing 

Knapp & GSM with 381 
Dumais km spacing 

2.5 

5.0 

10.0 

4.9 

3.3 

3.0 

2.0 

1.9 

2.4 2.3 

2.5 2.5 

2.3 2.4 
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4. Comparisons of 24 h Forecast Output with Observation 

In this section, examples of the forecast output are presented to show qualita- 
tively the improvements of the new BFM over the old BFM operation at the 
NTC. 

Figures 10A through 10F, respectively, show time variations of temperature, 
wind speed, and wind direction at three surface observation sites: 14 Red Pass 
Lake, 15 NASA Site, and 1 Bike Lake (see also figure 4). These figures show 
both good and bad examples. The results of old BFM operated at NTC are 
shown on the top part of the pages, and those of new BFM on the bottom part. 
Thick lines represent forecast values and thin lines observed values. The fore- 
cast calculations are made for 19 March 1997, (Julian day = 78). In each fig- 
ure, the top represents temperature variation, the middle wind speed, and the 
bottom wind direction. Note that the forecast initialization time for the old 
BFM in this example is 02Z and that for the new BFM is 00Z, and the results 
for new BFM are plotted every hour. 

The following can be seen from the figures: 

• The old BFM operated at the NTC did not produce diurnal variations in 
temperature and wind direction as much as observed. As has been men- 
tioned, these are due to numerical stagnation caused by nudging in the 
boundary layer. 

• For the new BFM forecast calculations, the temperature deviations from 
observation are introduced initially and have lasted throughout the fore- 
cast period. In the present study, the forecast values for the surface 
observation sites were given by those of the nearest grid point. The dif- 
ferences of altitudes between those interpolated from the elevation data 
and those measured are as follows: 

Inte rpolated (m) Meas ured (m) Diffe rence (m) 

1 Bike Lake 729.0 720.0 +9.0 

11 NASA Site 1326.0 1380.0 -54.0 

14 Red Pass Lake 614.0 680.0 -66.0 
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Figure 10A. Time variations of surface temperature, wind speed, and direction. Thick 
lines represent forecast calculation and thin lines observation. The results of the old 
BFM at NTC for Red Pass Lake (14) are shown. 
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Figure 10B. Same as figure 10A, except for the results of the new BFM for Red 
Pass Lake (14). 
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Figure IOC.   Same as figure 10A, except for NASA Site (15), by the old BFM at 
NTC. 
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Figure 10D.   Same as figure 10A, except for NASA Site (15), by the new BFM. 
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Figure 10E.   Same as figure 10A, except for Bike Lake (1), by the old BFM at 
NTC. 
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Figure 10F.    Same as figure 10A, except for Bike Lake (1), by the new BFM. 
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If interpolations were made by taking into consideration the effects of 
altitude differences on temperature, the magnitude of the deviation in 
figure 10 might have been smaller than the values shown, but interpola- 
tion of temperature as a function of altitude would not have corrected the 
differences seen in figure 10. NOGAPS data used for initialization and 
time-dependent boundary conditions must also have contributed to the 
deviation. 

• Observed temperature at site 14 (Red Pass Lake) showed consistently 
lower values than calculation. Comparison of the temperature records 
throughout TFXXI between site 14 and 1 (Bike Lake), which are located 
at similar elevations, revealed that the temperatures at site 14 were about 
10 to 20 °F consistently lower than those at site 1 (also, see figure 5). 
Therefore, we conclude that temperature observations at site 14 are inac- 
curate. 

• The magnitudes of wind speed on this day were typically less than 10 kn, 
and forecast values of wind speed are similar to those observed. The 
variations of wind direction are better simulated by the new BFM than by 
the old BFM for all three sites. 

Figures 11A through 11D show the surface (10 m above ground) wind vector 
fields calculated by the old BFM run at NTC. The forecast calculation was ini- 
tialized at 02Z, 19 March 1997. Figures 11A through 11D represent, respec- 
tively, 0, 6, 12, and 18 h forecast fields. In these figures, thick arrows represent 
observed wind vectors. Agreements between forecast and observation are not 
as expected. It can seen from figures 11B, 11C, and 11D that calculated wind 
directions changed slightly throughout the model domain during the 12 h 
period. 

Figures 12A through 12D are the surface wind vector fields at 0 through 18 h 
calculated by the new BFM. The forecast calculation was initialized at 00Z, 
19 March 1997 and extended out to 24 h. The result of the 24 h forecast is not 
shown. The agreements between calculation and observation are better than 
those shown in figures 11A through 1 ID, and the vector fields show substantial 
diurnal variations due to surface heating and cooling. Notice the variations of 
wind direction in the northeastern sector of the model domain. 
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Figure 12A.   Surface wind vector field by the new BFM for 19 March, 00 GMT. 

/rf / > /<=? i i l l i 

s / / / i-^. \ \ / i i 
l)i) f-^LJ. 

■< K ü. 

CONTOUR FE0M 0 TO 2700 BY" 301) 

.412^*fll 
amJnvecTnw 

Figure 12B.    Same as figure 12A, except for 06 GMT. 

44 



r\t\\vv^ ,\v- v, 

i    i \\/ y « f./ 

14—m 
.• <-JSV v -> J ■   .\ v  -^ - f v- v *■ \ \/ v\/       \ \  /^^   \   \ \ 
'■i   V f~^S       '       /   \/\ if   j£\^'v *'/ ^ 

rj my// /V-^r^\w ;//. 
iA i y J n / / / Ls-^y i 
/ //O i i u ;., i/i u,Vi 
/-7 / ^ \ \ \ v/ | ^ |Y1 

•'♦»*"<\\\V    OONTOUI? FEBM 0 TO 37O0 BY »00 / 

>,/ rv / 
AAV rv 

Figure 12C.   Same as figure 12A, except for 12 GMT. 

/■ / X'7/7 ,   .. , ... . ^HXVKN'J /   I   \ 1\Ci V4 \ 

^   l.::^ 
9 / - \ T 

A^x/A^f 111/  /<P£ 
/.^ /  If J y=?   I   I   I   t-X^^y 'v - N X 
/ //Tl   1   I   I   i   k  I ft  '  '- '< / 1 A- ' 
/^7 / ^< / / / 
/ / / / / 7\ / / rx   ,    j, 
////// /-_/. V \//—' "x  \     / / 
/.// S ? / / s~^S' ' /)yh^\    ^K ">  "/"v 

ds / V ^ 
s s / / ~y~? s -^ s ' s J  ri   i   i   i 

CONTOUH FROM 0 TO 2700 BY 300 

n^xirtun \ECT0W 
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Finally, figures 13A through 13D are the scatter diagrams between observation 
(y-axis) and forecast (x-axis) by the old BFM at NTC, obtained by using all of 
the data, inclusive of the 0, 6, 9, 12, 18, and 24 h forecast periods, and of nine 
different cases. Scatter diagrams for temperature, wind speed, x- component of 
wind (u) and y- component of wind (v) are shown, respectively, in figures 13A 
through 13D. Corresponding figures, produced from the new BFM, are shown 
in figures 14A through 14D. 

The correlation coefficients between observation and forecast shown in these 
figures are as follows: 

Old BFM     New BFM 

Temperature 0.41 0.61 

Wind speed 0.01 0.35 

u 0.51 0.47 

v 0.33 0.55 

As can be seen from the figures and the values of correlation coefficients, the 
new BFM has produced better correlation between forecast and observation in 
temperature and wind speed than the old BFM. For the wind component, u, the 
old BFM produced slightly better results, and for v, the new BFM produced bet- 
ter results. 
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Figure 13. Scatter diagrams of (A) surface temperature, (B) wind speed, (C) x- 
component of wind, u, and (D) y-component of wind, v, produced by the old 
BFM. 
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Figure 14.   Same as figure 13, except for the new BFM. 
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5. Summary 

The BFM, used operationally for 24 h weather forecasting at NTC during the 
TFXXI exercise (March 1997), produced several unsatisfactory results. 
Diurnal variations of surface temperature and wind direction were not as large 
as the observed variations, and the surface wind speeds during high wind cases 
were lighter than observation. From the current study, it may be inferred that 
better forecasting results could have been obtained during the TFXXI exercise 
by choosing properly the following three items: 

• input data for initialization and time-dependent boundary conditions, 
• values of ground surface albedo, and of specific heat conductivity of soil, 

and 
• values for nudging coefficients of wind, temperature, and moisture in the 

boundary layer. 

In order to examine the effects of data density, NOGAPS data with 1° grid spac- 
ing were used as input data for initialization and for time-dependent boundary 
conditions. The values of surface albedo and specific conductivity were 
adjusted for the NTC location (dry and warm desert area). In order to eliminate 
the damping effects of the nudging terms, which tended to create numerical 
stagnation effects on meteorological fields in the boundary layer, the nudging 
terms in the equations of motion, temperature, and mixing ratio were eliminated 
after the initialization period of 3 h, when the large scale flow was weak. 

The following five 24 h forecast datasets, obtained from 16 to 25 March 1997 
over the model domain (21 by 21 km, 2.5° grid spacing) covering the NTC, 
were compared with surface observation data, and statistically analyzed: 

(1) archived data of old BFM operated at NTC, 
(2) NOGAPS forecast data interpolated spatially and temporally to the 

BFM model domain, 
(3) data from the old BFM obtained by using 1° NOGAPS and surface data 

for initialization and time-dependent boundary conditions, 
(4) data from the new BFM obtained by using 1° NOGAPS data only for 

both initialization and time-dependent boundary conditions, and 
(5) data from the new BFM obtained by using 1° NOGAPS and surface data 

for initialization and time-dependent boundary conditions. 
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Dataset (2) produced statistically comparable results to dataset (1), indicating 
that good input data for initialization and boundary conditions are essential for 
good forecasting results. It was shown that the old BFM initialized with 
NOGAPS data (1° grid spacing) produced better forecast fields for both surface 
temperature and wind speed than the old BFM initialized with NOGAPS (2.5° 
grid spacing). 

The new BFM showed superior performances to the old BFM in surface tem- 
perature and wind speed forecasts. The combination of model improvement 
made in the present study and denser datapoints of NOGAPS with 1° grid spac- 
ing are the likely reasons for superior performance. The utilization of surface 
data for initialization improved the forecasts of surface wind fields for the first 
several hours of calculation but did little to improve surface temperature fields. 
There were some questionable observation sites for temperature, so that the 
above conclusion should be treated as tentative. 

The present study also showed that the BFM on a model domain with 2.5 km 
grid spacing is capable of producing reliable forecast results. 
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